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The interphase transfer at oscillatory rough surfaces have been investigated and an analytical model is
developed for predicting the time average transfer rate at surfaces equipped with transverse rectangular
roughness elements. The model is based on the theory of isotropic turbulence in which the energy
dissipation is determined from solving the equation of oscillatory motion in the boundary layer using
time-invariant eddy viscosity. It was found that the combined effect of oscillatory motion and turbulence
promoters can result in substantial transfer augmentation at a solid–fluid interface. Such augmentation is
mainly attributed to formation of eddies on the downstream side of the roughness element, which upon
deceleration and reversal are ejected into the bulk flow. The model predictions agrees satisfactorily with
the experimental measurements with correlation coefficient R = 0.98.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Application of oscillatory motion has proven to increase heat
and mass transfer rate at fluid–solid interface orders of magnitude
greater than that afforded by molecular diffusion alone, thus mak-
ing it an attractive approach for enhancing the performance of
many diffusion-limited processes. This include membrane filtra-
tion [1–3], electrochemical reactions [4,5], as well as heat-pump-
ing applications where significant heat transfer enhancement is
achieved when oscillatory motion is combined with axial temper-
ature gradient as demonstrated by Kurzweg [6–8]. The fact that
achieving high transfer rates is practically de-coupled from process
flow conditions is another advantage of using oscillatory motion
since process flows and consequently residence time can be con-
trolled independently. This feature is useful in medical and bio-
chemical engineering applications where viscous shear sensitive
material does not allow operating under turbulent flow conditions
[9,10].

The magnitude of enhancement associated with the velocity
vector created by periodic excitation of the liquid or the surface
is a function of the fluid dynamics and characteristics in the bound-
ary layer and many efforts have been directed toward understand-
ing the conditions that destabilize the layer to create turbulence.
The results of such investigations showed that turbulence and
enhancement are highest when oscillatory motion was combined
ll rights reserved.
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with flow separation induced by surface modifications such as tur-
bulence promoters (TP), as shown by Gomaa and Al-Taweel [11],
grooves as demonstrated by Herman and Kang [12,13], and baffles
used by Mackley and co-workers [14,15].

Although many studies has been conducted on the subject and
its potential applications in process intensification, there is still a
gap in understanding the relation between the enhancement
mechanism and the flow field developed by the interaction of the
oscillatory motion and TP. For example, while some authors attrib-
uted performance improvement to the formation of standing vor-
tex wave [16–18], others reported that much of it, if not most, is
due to the negative pressure portion generated each half of the
oscillatory cycle [19–21]. Both mechanisms, on the other hand,
are different from self-sustained resonant transport [22,23]. Also,
differences in TP design and effectiveness has been reported by
several investigators, such as Yoshida et al. [24] who recom-
mended using semi-cylindrical promoters with 30� angle, as com-
pared to Bellhouse and co-workers [3] who used helical flow
passages. Both designs on the other hand were found to be less
effective than winding or Kenics inserts in terms of energy effi-
ciency and transfer enhancement as reported by Xu et al. [25]
and Krstic et al. [26], respectively.

The objective of this work is to address some of the issues men-
tioned above and to gain better understanding of the fluid mechan-
ics and transfer characteristics at solid–fluid interface under the
combined effect of oscillatory motion and TP. Another objective
is to develop an analytical model for describing such conditions
to enable proper design and scale up methodology for the effective
use of technique. The model predictions will then be compared
with experimental measurements to validate its accuracy.
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Nomenclature

a oscillation amplitude (mm)
A active surface area (mm2)
Af total frontal area of roughness element (mm2)
As windward wetted area of roughness element (mm2)
B constant, Eq. (42) (–)
C constant, Eq. (43) (–)
Cb concentration of the ferri-ferrocyanide (mol/mm3)
D diffusion coefficient (mm2 s�1)
F Faraday’s constant (C/equiv.)
f oscillation frequency (Hz)
fs friction factor (–)
h promoter height (mm)
hs Nikuradse equivalent sand roughness (mm)
i limiting current (C/s)
J dimensionless variable Eq. (24c) (–)
k mass transfer coefficient (mm s�1)
L plate length (mm)
n number of electrons transferred in the reaction (–)
p promoters spacing (mm)
Reos Reynolds number, ðReos ¼ axL

m Þ (–)
Wo Womersley number, ðWo ¼ L

ffiffiffi
x
m

p
Þ (–)

S area of smooth surface without promoters (mm2)
Sf total frontal area (mm2)
Sc Schmidt number, (Sc = m/D) (–)
Shos Sherwood number, oscillatory condition (Shos = kL/D)

(–)
Shn Sherwood number, natural convection (–)
t time (s)
u, v, w x-, y-, z-velocities in the boundary layer, respectively

(mm s�1)
�u; �v; �w mean component of u, v, w, respectively (mm s�1)

u0, v0, w0 fluctuating components of u, v, w, respectively (mm s�1)
U fluid oscillation velocity outside the boundary layer

(mm s�1)
U0 velocity oscillation amplitude outside the boundary

layer (mm s�1)
um velocity oscillation amplitude inside the boundary layer

(mm s�1)
uf frictional velocity, Eq. (20) (mm s�1)

Greek symbols
b wall layer constant, Eq. (34) (–)
c Euler number (0.5772)
dl laminar boundary layer thickness (mm)
dt turbulent boundary layer thickness (mm)
k roughness density, Eq. (47) (–)
v kinematic viscosity (mm2 s�1)
gl dimensionless variable, laminar flow Eq. (14) (–)
gt dimensionless variable, turbulent flow Eq. (35) (–)
et eddy viscosity (mm2 s�1)
j Karman constant (0.4) (–)
q fluid density (g mm�3)
sl laminar shear stress [g mm�1 s�2)
s total shear stress (g mm�1 s�2)
s0 shear rate at the solid–liquid interface (g mm�1 s�2)
st Reynolds stress (g mm�1 s�2)
f, f0 dimensionless parameters, Eqs. (24a,b) (–)
w specific energy dissipation per unit mass, Eq. (27)

(mm2 s�3)
x circular frequency of oscillation, 2pf (s�1)
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2. Theoretical analysis

2.1. Background

The subject of diffusion across unsteady laminar boundary layer
has been addressed by several investigators where both numerical
and analytical solutions have been developed for wide range oscil-
latory conditions, and a good review of the subject has been given
by Gomaa and Al-Taweel [27]. Under conditions of modified sur-
face geometry the situation is much more complex due the separa-
tion and reattachment of the boundary layer which varies in time
and space by both the specific surface geometry and the oscillatory
conditions, and most investigators have applied numerical ap-
proaches to analyze the problem.

Sobey [28,29] numerically analyzed the flow oscillation in a
wavy- walled channel to explain the high mass transfer rate
achieved earlier in the membrane oxygenator developed by Bell-
house et al. [30], and attributed the enhancement to a vortex for-
mation–ejection cycle. Howes et al. [31] numerically simulated
the flow in a baffled channel, and showed that the presence of cha-
otic flow pattern under oscillatory flows provided efficient mixing
and resulted in high interface solid–fluid transfer rates. Wang et al.
[32] numerically simulated cross-flow filtration in baffled tubular
channels under pulsating flow and concluded that flow pulsation
significantly enhanced the membrane flux and reduced the wall
concentration.

Nishimura et al. [33] studied flow and mass transfer character-
istics in sinusoidal wavy-walled channels for pulsating flows and
showed that mass transfer enhancement increased with both Rey-
nolds and Strouhal numbers. Latter on, Nishimura and Matsune
[34] attributed the mass transfer enhancement there to the vortex
expansion and shrinkage in each furrow of the channel during the
deceleration and acceleration phase of the oscillatory cycle. Re-
cently, Nishimura et al. [35,36] compared experimentally the flow
characteristics in wavy-walled channel and wavy-walled tube, and
showed that the resonant transport enhancement, attributed to the
Tollmien–Schlichting waves, does not exist in a wavy-walled tube,
in contrast to a wavy-walled channel.

In recent work, Nagaoka et al. [37] modeled numerically mass
transfer to filamentous biofilm under oscillatory flow conditions
using low Reynolds number k–� turbulence model. Comparison of
the measured and calculated results indicated that mass transfer
mechanism between the fluid and the surface is mainly attributed
to turbulent diffusion caused by flow oscillation over the rough fil-
amentous surface. This was found to be consistent with the work of
Rama Rao and Baird [38], who correlated heat transfer data in
reciprocating plate column using turbulence energy dissipation
concept.

2.2. Model development

Assuming a surface placed in a fluid oscillating harmonically
with velocity U given by

U ¼ U0eiwt; ð1Þ

where U0 is the maximum velocity amplitude (U0 = aw), a the oscil-
lation amplitude, and x the angular oscillation frequency. Under
such conditions, and taking the x in axes the direction of oscillation,
while y and z at right angles and parallel perpendicular to it, respec-
tively, the Navier–Stokes and the continuity equations are
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where u, v, and w are the velocity components in the x, y, and z
directions, respectively, and m is the kinematic viscosity of the fluid.
Expressing the velocity in terms of its mean and fluctuating compo-
nents and substitution into the continuity equation,

o�u
ox
þ o�v

oy
þ o �w

oz
þ ou0

ox
þ ov0

oy
þ ow0

oz
¼ 0: ð4Þ

Taking the time-averaged value of Eq. (5), and keeping in mind that
u0, v0, and w0 averaged in the x, and z directions, are zero, we get

o�u
ox
þ o�v

oy
þ o �w

oz
¼ 0: ð5Þ

Similarly, substitution of the velocity components into the Navier–
Stokes equation and performing the time-averaging process we
obtain,

oð�u� UÞ
ot

þ �u
o�u
ox
þ �v

o�u
oy
þ �w

o�u
oz
¼ vr2�u

oðu02Þ
ox
þ oðu0v0Þ

oy
þ oðu0w0Þ

oz
: ð6Þ

Assuming that the flow is homogenous in the x and z directions
such that the ensemble averaged quantities are independent of x
and z, then,

o�u
ox
¼ o�u

oz
¼ 0; �v ¼ 0; �w ¼ 0 ð7Þ

Substitution in (6), we get

oð�u� UÞ
ot

¼ o

oy
v

o�u
oy
� u0v0

� �
: ð8Þ

The right hand side of Eq. (8) represents the total stress s as the sum
of the laminar sl, and turbulent or Reynolds stresses st, respectively,

sl

q
¼ v

o�u
oy
; ð9Þ

st

q
¼ �u0v0; ð10Þ

where q is the liquid density. Using the eddy viscosity et in Eq. (10),

st

q
¼ et

o�u
oy
: ð11Þ

Substitution of (10) and (11) into (8) yields,

oð�u� UÞ
ot

¼ o

oy
v

o�u
oy
þ et

o�u
oy

� �
: ð12Þ

For a smooth surface, the boundary conditions applied to Eq. (12)
are,

�u ¼ 0 at y ¼ 0; ð13aÞ
s!0 as y! d: ð13bÞ

In the case of laminar oscillatory motion, the velocity fluctuation
components vanish and the eddy viscosity is zero leading to the
well known Stokes solution [39] given by

u ¼ U0½cos xt � e�g cosðxt � gÞ�;

g ¼ y
ffiffiffiffiffiffi
x
2v

r
:

ð14Þ

The corresponding laminar boundary layer thickness dl is then,

dl ¼ p

ffiffiffiffiffiffiffi
v

2x

r
: ð15Þ

For rough surfaces, the virtual or Reynolds stress far outweighs the
viscous components and the latter may be omitted in Eq. (12) with
a good degree of approximation leading to,
oð�u� UÞ
ot

¼ o

oy
et

o�u
oy

� �
: ð16Þ

Furthermore, the boundary conditions (13a) for the case of rough
surface is,

�u ¼ 0 for y ¼ y0; ð17Þ

where y0 is the ‘‘hydrodynamic roughness”, which is a mathematical
construct defined as the height at which the velocity profile would
go to zero if extrapolated towards the boundary, and is given by
Nikuradse [40],

y0 ¼ hs=30; ð18Þ

where hs is the Nikuradse equivalent roughness, which relates the
effect of actual roughness geometry to that of closely packed sand
grains under the same flow conditions [41]. Assuming the eddy vis-
cosity to be time independent and applying Prandtl’s mixing length
theory, �t can be expressed by

et ¼ juf y; ð19Þ

where j is the Von Karman constant (=0.41) and uf the maximum
friction velocity defined in terms of the maximum shear stress s0

or the friction factor fs by,

uf ¼
ffiffiffiffiffi
s0

q

r
¼

ffiffiffiffi
fs

2

r
U0: ð20Þ

By expressing the velocity profile in a complex form,

ð�u� UÞ ¼ umeiwt; ð21Þ

where m denotes velocity amplitude, Eq. (16) can be written with
the aid of Eqs. (19) and (21) as,

o

oy
juf

x
y

oum

oy

� �
� ium ¼ 0: ð22Þ

Solution of Eq. (22) with boundary conditions (17) can be expressed
in terms of Kelvin functions ker, and kei in the form,

um ¼ U0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðker f0 � ker fÞ2 þ ðkeif0 � keifÞ2

ker2f0 � kei2f0

s
; ð23Þ

where f, f0, and J are defined by,

f ¼ 2
ffiffiffiffiffiffiffiffiffi

y
jhsJ

r
; ð24aÞ

f0 ¼
2ffiffiffiffiffiffiffiffiffiffi
30jJ

p ; ð24bÞ

J ¼ uf

hsx
: ð24cÞ

Using the above, the maximum shear stress s0 and the friction factor
fs can be expressed by,

s0 ¼
o�u
oy

����
y¼0
¼ q

j
2

uf U0f0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðker0f0Þ2 þ ðkei0f0Þ2

ker2f0 þ kei2f0

s
; ð25Þ

fs ¼
j2

2
f2

0
ðker0f0Þ2 þ ðkei0f0Þ2

ker2f0 þ kei2f0

: ð26Þ

For small f0 values, (small h(s), Kelvin functions can be approximated
by,

ker x ¼ � ln
x
2
� ec

� 	
þ Oðx2Þ

ðc : Euler number ¼ 0:5772 . . .Þ; ð27aÞ

keix ¼ � p
4
þ Oðx2 ln xÞ; ð27bÞ
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Fig. 1. Comparison between ‘‘large roughness”, and ‘‘small roughness” solutions.
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ker0 x ¼ �1
x
ð1þ Oðx2ÞÞ; ð27cÞ

kei0 x ¼ 1
x
ð0þ Oðx2 ln xÞÞ: ð27dÞ

Substitution of Eqs. (27a–d) into Eqs. (23), (25) and (26), we find,

um ¼
uf

j
ln

30z
hs


 �
; ð28Þ

s0 ¼
qU2

0j
2

ln2ð30je�2cJÞ
; ð29Þ

fs ¼
2j2

ln2ð30je�2cJÞ
: ð30Þ

Since at the edge of the boundary layer, y = d and the velocity ampli-
tude um = U0, Eq. (28) yields,

U0 ¼
uf

j
ln

30d
hs


 �
: ð31Þ

Substitution of Eq. (20) for uf into Eq. (30) gives,

fs ¼
2j2

ln2 30d
hs

� 	 : ð32Þ

By comparing (32) with (30) one finds that,

d ¼ hsje�2cJ: ð33Þ

For surfaces with ‘‘large” roughness (large hs), the eddy viscosity is
dominated by the surface roughness, and Eq. (19) is substituted by,

et ¼ buf hs; ð34Þ

where b is the ‘‘wall layer proportionality constant” that needs to be
determined. Using Eq. (34), solution to Eq. (12) can simply be ex-
pressed by the same form given in Eq. (14) by replacing the kine-
matic viscosity v by the eddy viscosity �t,

�u ¼ U0 cos xt � Exp�gt cosðwt � gtÞ½ �;

gt ¼ y
ffiffiffiffiffiffiffi
x

2et

r
:

ð35Þ

Similarly, the boundary layer thickness can be given in terms of the
eddy viscosity as,

d ¼ p

ffiffiffiffiffiffiffi
et

2x

r
¼ phs

4

ffiffiffiffiffi
bJ

p
: ð36Þ

Using (35), the amplitude of the oscillation velocity um can be ex-
pressed by,

um ¼ U0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e�2gt � 2e�gt cosðgtÞ

q
: ð37Þ

Also, the maximum shear stress s0 and the friction factor fs can be
obtained,

s0 ¼
o�u
oy

����
y¼0
¼

ffiffiffi
2
p

qbhsU0ufgt; ð38Þ

fs ¼
2

U2
0

s0

q


 �
¼ 2b

J
: ð39Þ

The value of b can be determined by matching fs and d determined
for small and large hs values. Thus, combining Eqs. (32) and (39) for
fs yields,

2b
J
¼ 2j2

ln2ð30je�2cJÞ
: ð40Þ

Similarly, matching Eqs. (33)–(36) for d gives,

p
4

ffiffiffiffiffi
bJ

p
¼ je�2cJ: ð41Þ

Solving Eqs. (40) and (41) gives b = .0812.
Fig. 1 shows the friction factor fs as a function of a/hs estimated
using both Eqs. (30) and (39) for small and large hs values, respec-
tively. It can be seen that for a/hs < 5 the large roughness solution is
applicable, while for a/hs > 30, small roughness analysis is more
applicable.

2.3. Estimation of hs

The Nikuradse equivalent sand roughness hs for a particular sur-
face configuration can be determined using the Nikuradse data for
sand roughness and the equation describing turbulent flow given
by,

u
uf
¼ 1

j
ln

uf y
v
þ B; ð42Þ

where B is a constant equals 5.8 for turbulent flow over flat surface.
For the case of rough surface, Nikuradse [40] established that the ef-
fect of roughness is a shift of the logarithmic profile in Eq. (42) rep-
resented by an additional term (given in brackets) as,

u
uf
¼ 1

j
ln

uf y
v
þ B� 1

j
ln

uf h
v
þ C

� �
; ð43Þ

where h is the height of the roughness elements, and C is a function
of the geometry, density, and the arrangement of the roughness ele-
ments. For conditions of sand roughness where h equals hs, Nikur-
adse determined that C = �3.0, thus, substitution into Eq. (43) gives,

u
uf
¼ 1

j
ln

uf

v
þ B� 1

j
ln

uf hs

v
� 3

� �
: ð44Þ

Combining Eqs. (43) and (44) then yields,

hs ¼ hExp½jð3:0þ CÞ�: ð45Þ

Several authors have attempted to correlate the term C in Eq.
(45) with roughness density, and general approach was suggested
in which transverse roughness were classified into two types: k-
type, and d-type where the letters ‘‘k” and ‘‘d” denote the signifi-
cant length scale that determines the roughness function, velocity
profiles, and friction factor. Tani [42] suggested that, for regularly
spaced ribs, a demarcation between the two types might be set
at a pitch ratio p/h = 4, where p, is the spacing between two adja-
cent roughness elements, and h is its height. For d-type roughness
typified by closely spaced ribs with p/h less than 4, the ribs are so
closely spaced and the roughness function is independent of the
size of the roughness with stable vortices set in the grooves and
negligible eddy shedding from the roughness elements into the
outer flow which remains relatively undisturbed by the roughness
elements. For the k-type roughness typified by sparsely spaced
transverse ribs with p/h greater than 4, eddies with length scale



Table 1
Experimental conditions

Oscillation amplitude (mm) 0, 5, 10, 20
Oscillation frequency (Hz) 0, 5, 10, 15, 20
Promoters spacing (mm) 8, 16, 24
Promoters height (mm) 1, 2
Plate length (mm) 50, 130
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of the roughness height are shed from the roughness elements and
penetrate into the bulk flow toward the boundary layer edge, and
the roughness function and friction factor depend on the size of the
roughness element.

For the strip type transverse promoters used in this work, the
correlation of Sigal and Danberg [43] for determining hs using
the roughness density parameter k will be applied,

hs ¼ h
0:00321k4:925 1:4 6 k 6 4:89
8:0 4:89 6 k 6 13:25
151:71k�1:1379 13:25 6 k 6 100:0

8><
>:

9>=
>;; ð46Þ

k ¼ S
Sf

Af

As


 ��1:6

; ð47Þ

where S is the area of the smooth surface before adding the rough-
ness, Sf, the total frontal area, Af, frontal area of an element, and As,
the windward wetted surface area.

2.4. Mass transfer coefficient

Calderbank and Moo-Young [44] invoked the Kolmogoroff the-
ory of isotropic turbulence in their discussion of turbulent heat and
mass transfer, and suggested that a general law operates to relate
energy dissipation and the specific rates of transport processes in
any turbulent flow system. Latter, Kawase and Moo-Young [45] de-
rived a theoretical model for interphase solid–fluid turbulent heat
and mass transfer using a combination of the Levich three-zone
model, and the Kolmogoroff theory of isotropic turbulence. The
model, unified by introducing the energy dissipation rate, was
found applicable in describing many systems involving turbulent
transport. Accordingly, expression for the mass transfer coefficient
was given by,

k ¼ 0:134Sc�
2
3ðwvÞ

1
4; ð48Þ

where w is the specific energy dissipation rate per unit mass of the
fluid and Sc is the Schmitt number defined as the ratio of the kine-
matic viscosity v and the molecular diffusivity D,

Sc ¼ m
D
: ð49Þ

For the case of the oscillating surface considered in this analysis, w
can be expressed in the following form,

w ¼ s0�u=hsq: ð50Þ

For the experimental and surface roughness conditions used in this
investigations, a/hs values were found to be <4.8. Therefore, �u and s0

are determined using large roughness analysis given by Eqs. (35) and
(38). Substitution in Eq. (50) and averaging over one cycle,

w ¼ 2
3phs

ffiffiffiffi
et
p

a2x
5
2

h i
: ð51Þ

Using (51) and rearranging, Eq. (48) can be expressed in terms of
the dimensionless Sherwood number for oscillatory conditions Shos

as,

Shos ¼ 0:5
a
hs

ffiffiffiffi
fs

2

r" #1
8

ðReosWoÞ
1
2Sc

1
3; ð52Þ

where

Shos; Sherwood number;

Shos ¼
kL
D
; ð52aÞ

Reos; Reynolds number;

Reos ¼
axL
m
; ð52bÞ
Wo; Womersley number;

Wo ¼ L
ffiffiffiffi
x
m

r
: ð52cÞ
3. Results and discussion

3.1. Measurement of time average mass transfer coefficient

Eqs. (48)–(52) were used to calculate the mass transfer rate at
oscillating surfaces equipped with turbulence promoters. To vali-
date the proposed analysis, the estimated values are compared to
those measured experimentally for wide range of oscillatory
parameters and surface configurations (Table 1) using the limiting
current technique for the electrochemical redox reaction of ferri-
ferrocyanide given by,

FeðCNÞ3�6 þ e�¡FeðCNÞ4�6 :

The above system was selected for its fast electron transfer kinetics
and for maintaining constant concentration throughout the experi-
ment, since ferricyanide is reduced to ferrocyanide at the cathode
surface while the reverse occurs at the anode surface. At the limit-
ing current conditions, the concentration of the ferricyanide is re-
duced to virtually zero at the cathode surface, and the time
average mass transfer coefficient k, can therefore be calculated
from,

k ¼ i
AnFCb

; ð53Þ

where i is the limiting current, A the active mass transfer area, n the
number of electrons transferred in the electrochemical reaction, F
the Faraday’s constant, and Cb the electrolyte bulk concentration.

The experimental setup used is schematically shown in Fig. 2a.
It consists of three main subsections: an electrolytic cell, an oscil-
latory motion mechanism, and a power supply and current mea-
surement system. The cell consisted of 30 l rectangular Plexiglas
tank filled with 0.01 mol potassium ferri-ferrocyanide in a two mo-
lar sodium hydroxide solution. The cell was covered with black
plastic film to protect against photochemical decomposition of
the electrolyte. The container cover was designed to hold a refer-
ence probe, a nitrogen sparger, a thermometer, and was equipped
with a special opening to allow for the free movement of the work-
ing electrode. To reduce the effect of dissolved oxygen, freshly pre-
pared solutions were purged with oxygen-free nitrogen for 12 h
before its use. Moreover, nitrogen purge was also applied for half
an hour before the start of any experiment to de-oxygenate the
headspace. To ensure chemical composition stability, a new solu-
tion was prepared weekly, and the concentration was checked as
per standard procedures at the beginning and at the end of each
week. Princeton Applied Research Corp. potentiostat was used to
set and maintain the potential difference between the cathode
and the solution, and to measure the average current.

The anode was made of a 280 � 240 mm2 nickel sheet attached
to one of the cell walls. Two different sizes polished nickel sheets
cathodes (50 � 30 mm2 and 130 � 30 mm2) were used. The cath-
odes were embedded into a 50 mm Plexiglas carrier plate in a fash-
ion that ensured the absence of surface deformity. The leading
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Fig. 2a. Experimental setup: 1 cathode; 2 anode and 3 counter electrode.
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edge of the carrier plate was tapered to eliminate streaming and
eddy generation at the leading edge. This was further minimized
by placing the active cathode surface at least 50 mm away from
the leading edge. Two perpendicular ribs were also added to the
back of the carrier plate in order to eliminate the onset of lateral
vibrations. The cathode was positioned vertically in the middle of
the cell between two partitions specially designed to minimize
additional streaming. A nickel rod was used as counter electrode,
and was located at the mid-height of the cathode. Due to the high
conductivity of the electrolyte, changing the probe’s position was
found to have no effect on the average current density.

Two different promoters heights (1 mm and 2 mm) were used
in this investigation Fig. 2b. Both were made of 1 mm thick and
42.5 mm wide smooth rectangular Plexiglas strips glued to the
Plexiglas part of the cathode carrier. For each height, three differ-
ent promoters spacing (8, 16, and 24 mm) were investigated. The
promoters were placed on the electrode surface starting at
10 mm above the edge of the active area.

The oscillatory motion was generated using an adjustable
eccentric driven by a variable speed motor. This arrangement al-
lowed for a wide range of oscillatory conditions (f = 0–20 Hz, and
a = 0–20 mm), which was monitored using an accelerometer at-
tached to the drive shaft and connected to the data acquisition sys-
tem after passing through a high frequency filter to validate its
sinusoidal characteristics.

3.2. Experimental procedure

In order to enhance the reproducibility of results, and to main-
tain uniform surface conditions, for each experiment, the cathode
surface was polished with fine grade emery paper and treated
cathodically in a 5% NaOH solution at a current density of 20 mA/
cm2 for about 15 min to allow for hydrogen evolution and surface
activation, followed by rinsing with distilled water before placing it
into the cell. Similarly, the anode was cleaned with fine emery pa-
per and rinsed with distilled water before using it in the cell. This
resulted in decreasing the reproducibility error to within ±3%.

Experiments were conducted at 25 ± 0.5 �C using a potentiostat-
ic approach (at a cell potential of 500 mV). This potential lies
approximately at the midpoint of the plateau zone of the cur-
rent–voltage curve. For each surface height the steady state limit-
ing current was measured under stationary smooth surface
conditions to determine the free convective mass transfer coeffi-
cient for that particular height. The same was repeated for the sta-
tionary surface with promoters. The effect of vibration on the
limiting current was then measured for a range of vibrational fre-
quencies at particular amplitudes for the surface with turbulent
promoters.

3.3. Effect of oscillatory motion

As indicated in the present analysis, the presence of a relative
oscillatory motion at fluid–solid interface equipped with surface
irregularities such as transverse TP, generates eddies on the down-
stream side of the roughness element, which upon deceleration and
reversal are ejected into the bulk flow resulting in significant trans-
fer augmentation. An example of the predicted magnitude of such
enhancement is shown in Fig. 3 as the ratio of the dimensionless
mass transfer coefficient under oscillatory conditions to that at
smooth stationary surface due to natural convection. As can be
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seen, oscillating a surface with 1 mm height rectangular promoters
spaced 8 mm apart at frequency f = 10 Hz, and amplitude a = 5 mm
results in a mass transfer enhancement of �20. This is almost four
folds the enhancement achieved at a smooth surface oscillating at
the same frequency and amplitude. Such enhancement increases
with increasing the oscillation frequency and amplitude as shown
in Fig. 4, where it can be seen that the model predictions agrees
fairly well with the experimental measurements. Similarly, and as
shown in Fig. 5, the predicted effect of TP spacing on the rate of
mass transfer are also in good agreement with the experimental
data. Such good agreement when combined with the fact that the
present analysis assumes the effect of natural convection on the
time average transfer coefficient to be negligible, further asserts
the assumption that the combined effect of TP and oscillatory mo-
tion disrupts the natural convection boundary layer to the extent
that it becomes no longer a contributor to the transfer mechanism.
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In studies of heat and mass transfer at non-oscillatory surfaces
under turbulent flow conditions, it was found that increasing the
number of promoters beyond a certain value had small or negative
effect on transfer augmentation [46–48]. According to these inves-
tigations it was shown that for small p/h values, the elements were
closely spaced and stable vortices were set up in the spacing be-
tween the adjacent elements such that the flow skimmed over
the surface and never reattached again resulting in negligible eddy
shedding and little transfer enhancement. As p/h increased, the
promoters became more sparsely spaced such that eddies were
shed from the elements and penetrated into the bulk flow toward
the boundary layer edge, causing a much higher transfer rate. Fig. 6
shows similar predictions of the effect of p/h on the mass transfer
rate, with the difference that, for steady flow conditions, and as re-
ported in most of the investigations, a decline in transfer rate is ob-
served as p/h continued to increase due to the re-establishment of
a boundary layer in the space between the adjacent promoters.
Such behaviour is not predicted according to the present analysis
and agrees fairly well with the experimental observations.

Fig. 7 shows a general comparison between the model predic-
tions the experimental measurements. It can be seen that the en-
tire set of experimental data are satisfactorily correlated using
Eq. (48) with correlation coefficient R = 0.98.

4. Conclusions

1. The combined effect of oscillatory motion and turbulence pro-
moters can result in substantial mass transfer augmentation
at a solid–fluid interface. Such augmentation is mainly attrib-
uted to formation of eddies on the downstream side of the
roughness element, which upon deceleration and reversal are
ejected into the bulk flow resulting in significant transfer
augmentation.

2. A model has been developed for accurately predicting the time
average mass transfer at surfaces equipped with transverse
rectangular roughness elements. The model is based on theory
of isotropic turbulence in which the energy dissipation is deter-
mined from solving the equation of oscillatory motion in the
boundary layer by assuming time-invariant eddy viscosity.

3. Two solutions were presented based on the ratio of the oscilla-
tion amplitude to surface roughness a/hs. For a/hs < 5, ‘‘large
roughness” solution applies, while for a/hs > 36, a ‘‘small rough-
ness” solution is more accurate. The experimental conditions
used in this investigation correspond to a/hs < 5, therefore, the
‘‘large roughness” solution was used in comparing the predicted
to the measured values.

4. This analysis provides information on the time average value of
the transfer coefficient, but does not analyze the instantaneous
state of turbulence or how it is related to the time average
transfer values.
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